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Abstract. The inclusive e−p single and double differential cross sections for neutral and charged current
processes are measured with the H1 detector at HERA, in the range of four-momentum transfer squared
Q2 between 150 and 30 000 GeV2, and Bjorken x between 0.002 and 0.65. The data were taken in 1998 and
1999 with a centre-of-mass energy of 320 GeV and correspond to an integrated luminosity of 16.4 pb−1.
The data are compared with recent measurements of the inclusive neutral and charged current e+p cross
sections. For Q2 > 1 000 GeV2 clear evidence is observed for an asymmetry between e+p and e−p neutral
current scattering and the generalised structure function xF̃3 is extracted for the first time at HERA. A
fit to the charged current data is used to extract a value for the W boson propagator mass. The data are
found to be in good agreement with Standard Model predictions.
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1 Introduction

Inclusive Deep Inelastic Scattering (DIS) has long been
used as a sensitive probe of proton structure and Quantum
Chromodynamics (QCD). Since 1992 the experiments H1
and ZEUS have used the colliding lepton–proton beams of
the HERA accelerator to further extend the phase space
of such measurements into new kinematic regions of large
four-momentum transfer squared Q2 and small x, where x
is the Bjorken scaling variable. The large integrated lumi-
nosity collected by the experiments has allowed measure-
ments to be made in the very high Q2 range up to 30 000
GeV2. In the region where Q2 � M2

Z or M2
W , the Z0 and

W± boson masses squared, the effects of the electroweak
sector of the Standard Model can be tested in DIS. In ad-
dition any deviation from the prediction observed at the
highest Q2, where the smallest distance scales of proton
structure are probed may indicate new physics, beyond
the Standard Model.

Both contributions to DIS, neutral current (NC) inter-
actions ep → eX and charged current (CC) interactions
ep → νX, can be measured at HERA and give comple-
mentary information on the QCD and electroweak parts
of the Standard Model. The cross sections are defined in
terms of the three kinematic variables Q2, x, and y, where
y quantifies the inelasticity of the interaction. The kine-
matic variables are related via Q2 = sxy, where

√
s is the

ep centre-of-mass energy.
In this paper we report on NC and CC cross section

measurements using e−p data taken during 1998 and 1999
with a proton beam energy of Ep = 920 GeV and an
electron beam energy of Ee = 27.6 GeV, leading to a
centre-of-mass energy of

√
s ≈ 320 GeV. The integrated

luminosity of this sample is 16.4 pb−1 which represents an
increase in integrated luminosity by a factor of approxi-
mately 20 compared with previous HERA measurements
of e−p cross sections [1].

The results are compared with NC and CC measure-
ments of e+p scattering from H1 [2] and ZEUS [3] taken
at a lower centre-of-mass energy of

√
s ≈ 300 GeV. The

e+p and e−p NC data from H1 are used to make the first
measurements of the generalised structure function xF̃3 in
the very high Q2 domain (Q2 > 1 000 GeV2).

2 Neutral and charged current cross sections

The DIS cross sections σNC(CC) for NC and CC pro-
cesses in e±p collisions may be factorised as σNC(CC) =
σBornNC(CC)(1 + δqedNC(CC))(1 + δweakNC(CC)) where σBornNC(CC) is

f Supported by VEGA SR grant no. 2/5167/98
g Supported by the Swedish Natural Science Research Council
h Supported by Russian Foundation for Basic Researc grant
no. 96-02-00019
i Supported by GA AV ČR grant no. A1010821
j Supported by the Swiss National Science Foundation
k Supported by CONACyT
† Deceased

the Born cross section and δqedNC(CC) and δweakNC(CC) are the
QED and weak radiative corrections respectively.

The NC cross section for the process e±p → e±X with
unpolarised beams and corrected for QED radiative effects
is given by

d2σ±
NC

dx dQ2 =
2πα2

xQ4

[
Y+F̃2 ∓ Y−xF̃3 − y2F̃

L

]

×(1 + δweakNC ) , (1)

where α is the fine structure constant taken to be α ≡
α(Q2 = 0). The δweakNC corrections are defined in [4] with
the Fermi coupling constant, GF , and MZ as the other
main electroweak inputs. The helicity dependences of the
electroweak interactions are contained in Y± ≡ 1± (1− y)2.
The generalised structure functions F̃2 and xF̃3 can be de-
composed as follows [5]

F̃2 ≡ F2 − ve
κwQ

2

(Q2 +M2
Z)

F γZ
2

+(v2
e + a2

e)
(

κwQ
2

Q2 +M2
Z

)2

FZ
2 (2)

xF̃3 ≡ − ae
κwQ

2

(Q2 +M2
Z)

xF γZ
3

+(2veae)
(

κwQ
2

Q2 +M2
Z

)2

xFZ
3 , (3)

where κ−1
w = 4M

2
W

M2
Z
(1− M2

W

M2
Z
) in the on-shell scheme [6] and

MW is defined in terms of the electroweak inputs. The
quantities ve and ae are the vector and axial couplings of
the electron to the Z0 [6]. The electromagnetic structure
function F2 originates from photon exchange only. The
functions FZ

2 and xFZ
3 are the contributions to F̃2 and

xF̃3 from Z0 exchange and the functions F γZ
2 and F γZ

3
are the contribution from γZ0 interference. The purely
longitudinal structure function F̃

L
may be decomposed in

a manner similar to F̃2. Its contribution is significant only
at high y and is expected to diminish with increasing Q2.

Over most of the kinematic domain at HERA the dom-
inant contribution to the cross section comes from the
electromagnetic structure function F2. Only at large val-
ues of Q2 do the contributions due to Z0 exchange become
important. For longitudinally unpolarised lepton beams
F̃2 is the same for electron and for positron scattering,
while the xF̃3 contribution changes sign as can be seen in
(1). In e−p scattering, due to the positive interference be-
tween photon and Z0 exchange, the Standard Model cross
section is larger than that calculated in a model which
includes only photon exchange. Conversely for e+p scat-
tering, within the HERA kinematic domain, the negative
interference arising from the xF̃3 term, results in a cross
section that is smaller than in the photon exchange only
model.

In the quark parton model (QPM) the structure func-
tions F2, F

γZ
2 and FZ

2 are related to the sum of the quark
and anti-quark densities
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[F2, F
γZ
2 , FZ

2 ] = x
∑
q

[e2
q, 2eqvq, v

2
q + a2

q]{q + q̄} (4)

and the structure functions xF γZ
3 and xFZ

3 to the differ-
ence between quark and anti-quark densities

[xF γZ
3 , xFZ

3 ] = x
∑
q

[2eqaq, 2vqaq]{q − q̄}. (5)

The functions q and q̄ are the parton distribution functions
(PDFs) for quarks and anti-quarks, eq is the charge of
quark q in units of the electron charge and vq and aq are
the vector and axial-vector couplings of the quarks.

For CC interactions the cross section corrected for
QED radiative effects may be expressed as

d2σ±
CC

dx dQ2 =
G2
FM4

W

2πx
1

(Q2 +M2
W )2

φ±
CC (1 + δweakCC ) (6)

with

φ±
CC =

1
2
(Y+W̃2

± ∓ Y−xW̃3
± − y2W̃L

±
), (7)

where δweakCC are the CC weak radiative corrections. The
structure functions for CC interactions W̃L, W̃2, and xW̃3
are defined in analogy to the NC case. In the QPM, ne-
glecting contributions from the t and b quarks, the struc-
ture function term for e±p → νX can be written as

φ+
CC = x

[
(ū+ c̄) + (1− y)2(d+ s)

]
,

φ−
CC = x

[
(u+ c) + (1− y)2(d̄+ s̄)

]
(8)

where u, c, d, s are the quark distributions and ū, c̄, d̄, s̄
are the anti-quark distributions.

The measured cross sections presented in Sect. 4, in
which the effects of QED radiation have been corrected
for, correspond to the differential cross sections d2σNC(CC)

/dxdQ2 defined in (1) and (6). The corrections (δqedNC(CC))
are defined in [2] and were calculated using the program
HERACLES [7] as implemented in DJANGO [8] and ver-
ified with the analytic program HECTOR [9]. The radia-
tive corrections due to the exchange of two or more pho-
tons between the lepton and the quark lines, which are not
included in DJANGO, vary with the polarity of the lep-
ton beam. This variation is small compared to the quoted
errors and is neglected. The weak corrections (δweakNC(CC)),
are typically of the order of 1% and have not been applied
to the measured cross sections, but are applied to deter-
mine the electromagnetic structure function F2 and the
CC structure function term φCC .

It is convenient to derive the NC and CC “reduced
cross sections” in which the dominant part of the Q2 de-
pendence of d2σ/dxdQ2 due to the boson propagators is
removed. The reduced cross sections for NC and CC are
defined as

σ̃NC(x,Q2) ≡ 1
Y+

Q4 x

2πα2

d2σNC
dxdQ2 ,

σ̃CC(x,Q2) ≡ 2πx
G2
F

(
M2

W +Q2

M2
W

)2 d2σCC
dxdQ2 . (9)

The expression used to extract the electromagnetic
structure function F2 from the measured NC reduced cross
section is:

σ̃NC = F2(1 +∆F2 +∆F3 +∆FL
)(1 + δweakNC )

= F2(1 +∆all), (10)

where the correction terms1 ∆F2 and ∆F3 account for the
relative contribution of pure Z0 exchange and photon-Z0

interference to F̃2 and xF̃3, and ∆FL
originates from the

longitudinal structure function F̃
L
.

3 Experimental technique

3.1 H1 Apparatus

The co-ordinate system of H1 is defined such that the
positive z axis is in the direction of the incident proton
beam. The polar angle θ is then defined with respect to
the positive z axis which defines the forward direction. The
detector components most relevant to this analysis are the
LAr calorimeter, which measures the angles and energies
of particles over the range 4◦ < θ < 154◦, a lead-fibre
calorimeter (SPACAL) covering the range 153◦ < θ <
177◦ and the inner tracking detectors which measure the
angles and momenta of charged particles over the range
7◦ < θ < 165◦. In addition the PLUG calorimeter covers
the range 0.7◦ < θ < 3.3◦. A full description of the H1
detector can be found in [10] and [11].

3.2 Monte Carlo generation programs

In order to determine acceptance corrections and back-
ground contributions for the DIS cross section measure-
ments, the detector response to events produced by vari-
ous Monte Carlo (MC) generation programs is simulated
in detail using a program based on GEANT [12]. These
simulated events are then subjected to the same recon-
struction and analysis chain as the real data.

DIS processes are generated using the DJANGO [8]
program which is based on HERACLES [7] for the elec-
troweak interaction and on LEPTO [13], using the colour
dipole model as implemented in ARIADNE [14] to gener-
ate the QCD dynamics. The JETSET program is used for
the hadron fragmentation [15]. The simulated events are
produced with PDFs from the next to leading order QCD
fit [2] performed on fixed target data from NMC [16] and
BCDMS [17], and H1 e+p data [2]. The fit gives a good
description of the data and is referred to as the “H1 97
PDF Fit” in the following.

The dominant ep background contribution to NC and
CC processes is due to photoproduction (γp) events. These
are simulated using the PYTHIA [18] generator with GRV
leading order parton distribution functions for the proton
and photon [19].

1 The explicit definitions are given in 17 of [2]
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H1 Neutral Current Data
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Fig. 1a–d. Distributions of a E′
e for Q2 > 150 GeV2,

b E′
e for Q2 > 1 000 GeV2 and c θe for NC data (solid points)

and simulation (solid line). The filled histograms show the pho-
toproduction contribution

3.3 Kinematic reconstruction and calibration

The NC event kinematics are reconstructed using the eΣ
method [20], which uses the energy E′

e and polar angle θe
of the scattered electron and the quantity Σ =

∑
i(Ei −

pz,i), where the summation is performed over all objects
in the hadronic final state assuming particles of zero rest
mass. This method gives good resolution in x and Q2

throughout the kinematic range.
The CC event kinematics can only be determined

with the hadron method (h method) [21], which uses Σ
and the hadronic transverse momentum PT,h =√
(
∑

i px,i)2 + (
∑

i py,i)2, where the summation is performed
over all hadronic final state particles.

The accessible kinematic range depends on the reso-
lution of the reconstructed kinematics and is determined
by requiring the purity and stability of any (x, Q2) bin
to be larger than 30%. The stability (purity) is defined
as the fraction of events which originate from a bin and
which are reconstructed in it, divided by the number of
generated (reconstructed) events in that bin.

The electromagnetic and hadronic response of the de-
tector is calibrated using the analysis described in [2]. The
procedure is found to give an excellent description of the
detector response by the simulation. The hadronic final
state is measured by combining calorimeter energy de-
posits (clusters) with low momentum tracks. Isolated, low
energy calorimeter clusters are classified as noise and are
not included in the determination of the hadronic final
state.

3.4 Selection of NC events

High Q2NC events are selected by requiring that the event
has a compact electromagnetic cluster in the LAr calorime-
ter, taken to be the scattered electron, in addition to an
interaction vertex position within ±35 cm of its nominal
position along the z axis. The scattered electron energy
and polar angle are determined from the calorimeter clus-
ter. For Q2 less than 890 GeV2 corresponding to a bin
boundary, the requirement ye < 0.63, where y is deter-
mined from the electron method (ye = 1 − E′

e

Ee
sin2 θe

2 ),
ensures that the measurement is confined to the region
where the trigger efficiency is greater than 99.5%. Fidu-
cial cuts are made to remove local regions where the elec-
tromagnetic shower of the scattered electron is not fully
contained in the calorimeter, and where the trigger is not
fully efficient. Further details are given in [22].

The most significant background in the NC sample
arises from photoproduction interactions where hadronic
final state particles are misidentified as the scattered elec-
tron. This background is suppressed by requiring that
Σ+E′

e(1−cos θe) > 35 GeV, ye < 0.9 and that there is an
extrapolated track with a distance of closest approach to
the cluster of less than 12 cm. This latter requirement is
only applied for θe ≥ 40◦, where the track reconstruction
efficiency is greater than 97%.

The final sample of selected NC data consists of about
40 000 events. The scattered electron energy spectrum of
the data is compared to simulation in Fig. 1a for Q2 >
150 GeV2. The simulation is in good agreement with the
data, particularly for the region E′

e > 26 GeV which is
sensitive to the details of the calibration and resolution
simulation. In Fig. 1b the E′

e spectrum is also shown for
Q2 > 1 000 GeV2. The distribution of the electron polar
angle, θe, is presented in Fig. 1c where the data are well
described by the simulation across the full range of θe. The
filled histogram shows the photoproduction contribution
which falls rapidly with decreasing θe, in part due to the
requirement y < 0.63. At higher Q2, and correspondingly
lower θe, the accessible y range is extended to y < 0.9
and is responsible for the extra background contribution
visible around θe ∼ 60◦.

3.5 Selection of CC events

The selection of CC events is based on the expectation
that the unseen neutrino will result in an observed imbal-
ance in the transverse momentum, PT,h. A requirement
that PT,h ≥ 12 GeV is therefore made. In addition the
event must have a reconstructed vertex within ±35 cm of
its nominal position.

The non-ep background in the CC sample is rejected
using timing requirements and a set of topological find-
ers based on track and calorimeter patterns consistent
with cosmic events or particles from the halo of the pro-
ton beam [23]. The remaining ep background, which is
dominantly due to photoproduction events, is suppressed
using the ratio Vap/Vp and the difference in azimuth be-
tween +PT,h measured in the main detector and the PLUG
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calorimeter, ∆φh,PLUG. The quantities Vp and Vap are re-
spectively the transverse energy flow parallel and anti-
parallel to +PT,h; they are determined from the transverse
momentum vectors +PT,i of all the particles i which belong
to the hadronic final state according to

Vp =
∑
i

+PT,h · +PT,i
PT,h

for +PT,h · +PT,i > 0 (11)

Vap = −
∑
i

+PT,h · +PT,i
PT,h

for +PT,h · +PT,i < 0. (12)

CC events tend to have little energy in the hemisphere
around the direction of the neutrino and consequently
have small values of Vap/Vp. Conversely the energy is more
isotropic in photoproduction events which generally have
higher values of Vap/Vp. One of the main types of pho-
toproduction background arises from events that contain
a jet at low polar angle such that not all of the energy
is recorded in the main detector, resulting in a measured
imbalance in transverse momentum. This missing momen-
tum is, however, generally tagged in the PLUG calorime-
ter, with such events having values of ∆φh,PLUG close to
180◦. The two anti-photoproduction criteria are combined
with PT,h so as to maximise the background rejection
whilst still retaining a high efficiency for CC events.

For PT,h < 25GeV a PT,h dependent cut is applied in
the ∆φh,PLUG - Vap/Vp plane, whereas for PT,h > 25GeV,
the cut is simplified to Vap/Vp < 0.2. The cut gains a
factor of two improvement in background rejection whilst
retaining a similar selection efficiency compared to the
cut Vap/Vp < 0.15 used in previous analyses [2]. Further
details are available in [24].

In order to restrict the measurement to a region where
the kinematic reconstruction is optimal the events are re-
quired to have yh = Σ/2Ee < 0.85. The CC trigger effi-
ciency is determined using NC events in which all informa-
tion associated to the scattered electron is removed. This
method gives a precise measure of the efficiency which is
found to be 63% at Q2 = 300GeV2 and reaches 98% at
Q2 = 5000GeV2. The measurement is restricted to the
region where the trigger efficiency is everywhere greater
than 40% by demanding yh > 0.03.

The final CC data sample contains about 700 events.
The data and simulation are compared in Fig. 2 for the
PT,h and yh spectra. In both cases the simulation gives a
good description of the data.

3.6 Cross section determination

The photoproduction background is estimated using sim-
ulated events from the PYTHIA generator and checked
with a subsample of events which contain an electron
tagged at small scattering angles. The contribution to the
NC cross sections is never more than 5% at the highest y
and negligible elsewhere. The background in the CC sam-
ple is at most 13% at the highest y at low Q2 and below
1% for Q2 > 1 000 GeV2. The background is statistically
subtracted for each measurement bin.
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Fig. 2a,b. Distributions of a PT,h and b yh for CC data (solid
points) and simulation (solid line). The filled histograms show
the photoproduction contribution

The measured distributions are corrected for detector
acceptance, migrations, the effects of QED radiation using
the DJANGO simulation, and converted to cross sections
at a specified bin centre by comparison with the H1 97
PDF Fit [2].

3.7 Systematic errors

The uncertainties on the measurement lead to systematic
errors on the cross sections, which can be split into bin
to bin correlated or uncorrelated parts. All the correlated
systematic errors are found to be symmetric to a good
approximation and are assumed so in the following. The
total systematic error is formed by adding the individual
errors in quadrature. The correlated and the uncorrelated
systematic errors of the NC and CC cross section mea-
surements are given in Tables 7 and 9 and their origin is
discussed below.

– An uncertainty on the electron energy of 1.5% if the z
impact position of the electron at the calorimeter sur-
face (zimp) is in the backward part (zimp < −150 cm),
of 1% in the region −150 < zimp < 20 cm, of 2% for
20 < zimp < 110 cm and of 3% in the forward part
(zimp > 110 cm). These uncertainties are obtained by
the quadratic sum of an uncorrelated uncertainty and
a bin to bin correlated uncertainty. The correlated un-
certainty comes mainly from the potential bias of the
calibration method and is estimated to be 0.5% in the
whole LAr calorimeter. It results in a correlated sys-
tematic error on the NC cross section which is ≈ 3%
at low y and Q2 <∼ 1 000GeV2.

– A correlated uncertainty of 3 mrad on the determina-
tion of the electron polar angle. This leads to an un-
certainty on the NC reduced cross section which does
not exceed 5%.

– A 2% uncertainty on the hadronic energy in the LAr
calorimeter which is obtained from the quadratic sum
of an uncorrelated systematic uncertainty of 1.7% and
a correlated uncertainty of 1% originating from the cal-
ibration method and from the uncertainty of the refer-
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Table 1. The NC cross section dσNC/dx measured for y <
0.9 and Q2 > 1 000 GeV2. The statistical (δsta), uncorrelated
systematic (δunc), correlated systematic (δcor), and total (δtot)
errors are also given. The normalisation uncertainty of 1.8% is
not included in the errors

x dσNC/dx (pb) δsta δunc δcor δtot

Q2 > 1 000 GeV2, y < 0.9 (%) (%) (%) (%)

0.013 0.126 · 104 13.6 5.7 4.6 15.5
0.020 0.276 · 104 6.0 3.1 1.9 7.0
0.032 0.246 · 104 4.9 2.9 1.0 5.8
0.050 0.172 · 104 4.8 3.0 1.1 5.8
0.080 0.115 · 104 4.5 3.1 1.1 5.6
0.130 0.636 · 103 5.4 3.5 1.0 6.5
0.180 0.383 · 103 6.2 3.3 1.3 7.1
0.250 0.221 · 103 6.9 6.0 2.8 9.6
0.400 0.693 · 102 9.8 9.1 4.2 14.0
0.650 0.421 · 101 24.3 14.8 6.3 29.2

ence scale (PT,e). The resulting correlated systematic
error increases at low y, and is typically <∼ 4%.

– A correlated 25% uncertainty on the amount of noise
energy subtracted in the LAr calorimeter, which gives
rise to a correlated systematic error at low y, e.g. � 5%
at x = 0.65 and Q2 ≤ 2 000 GeV2 in the NC measure-
ments.

– A 7% (3%) uncertainty on the energy of the hadronic
final state measured in the SPACAL (tracking system).
The influence on the cross section is small compared
to the uncorrelated uncertainty of the LAr calorimeter
energy, and so the three contributions (LAr, SPACAL,
tracks) have been added quadratically, giving rise to
the uncorrelated hadronic error which is given in Ta-
ble 7 for the NC data and in Table 9 for the CC data.

– The correlated error due to the uncertainty of the effi-
ciency of the anti-photoproduction cut is estimated by
varying the quantity Vap/Vp by ±0.02. This leads to a
maximum error at low PT,h in the CC analysis of 12%.

– The 30% uncertainty on the subtracted photoproduc-
tion background results in a correlated systematic er-
ror always smaller than 5% in any bin, both for the
NC and CC measurements.

The following uncertainties, which lead to equivalent un-
correlated systematic errors on the cross sections, have
also been taken into account as listed below.

– A 2% error originating from the electron identification
efficiency in the NC analysis.

– A 1% error on the efficiency of the track-cluster link
requirement in the NC analysis.

– A 0.5% error on the trigger efficiency in the NC anal-
ysis, and from 2 to 6% in the CC analysis.

– An error of 1% (NC), 3% (CC) on the cross section
originating from the QED radiative corrections.

– A 3% error on the efficiency of the non-ep background
finders in the CC analysis.

– A 2% error (5% for y < 0.1) on the vertex finding
efficiency for CC events.
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Fig. 3a–d. The NC cross sections dσNC/dx for the e−p data
are shown in a for Q2 > 1 000 GeV2 and in c for Q2 >
10 000 GeV2. The H1 e+p cross sections [2] are shown in b and
d for Q2 > 1 000 GeV2 and 10 000 GeV2 respectively. In addi-
tion the ZEUS e+p data [3] are shown for Q2 > 10 000 GeV2.
The solid curves show the Standard Model expectation based
on the H1 97 PDF Fit. The dashed curves show the contribu-
tion of photon exchange only. All cross sections are shown for
y < 0.9. The inner error bars represent the statistical error,
and the outer error bars show the total error. The normalisa-
tion uncertainties are not included in the error bars

Further details can be found in [22,23]. Overall the typical
total systematic error for the NC (CC) double differential
cross section is about 5% (12%). For the dσNC(CC)/dQ2

measurements, the equivalent error is typically 3% (8%).
In addition a 1.8% normalisation error, due to the lumi-
nosity uncertainty, must be considered, but is not included
in the systematic error of the measurements given in the
tables, or shown in the figures.

4 Results

4.1 NC and CC cross sections dσ/dx

The dependence of the NC cross sections as a function
of x is shown in Fig. 3 for both e−p and e+p scattering.
The data are shown for y < 0.9 and Q2 > 1 000 GeV2

in Fig. 3a,b and listed in Table 1. The data for y < 0.9
and Q2 > 10 000 GeV2 are shown in Fig. 3c,d and listed
in Table 2. Figure 3 also shows the expectation from the
Standard Model, derived from the H1 97 PDF Fit to the
H1 e+p data [2]. The data are also compared to a model
of pure photon exchange, where the effects of Z0 exchange
are neglected.
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Table 2. The NC cross section dσNC/dx measured for y < 0.9
and Q2 > 10 000 GeV2. The statistical (δsta), uncorrelated
systematic (δunc), correlated systematic (δcor), and total (δtot)
errors are also given. The normalisation uncertainty of 1.8% is
not included in the errors

x dσNC/dx (pb) δsta δunc δcor δtot

Q2 > 10 000 GeV2, y < 0.9 (%) (%) (%) (%)

0.130 0.473 · 101 82.9 19.3 5.2 85.3
0.180 0.156 · 102 26.9 6.5 3.1 27.9
0.250 0.110 · 102 25.2 7.2 2.1 26.3
0.400 0.354 · 101 30.2 13.7 3.5 33.3
0.650 0.024 · 101 70.7 33.9 13.4 79.6

The cross sections for Q2 > 1 000 GeV2 are in agree-
ment with the Standard Model, although for e−p they
have a tendency to be larger at low x and are also found
to be larger compared to the pure photon exchange model.
For Q2 > 10 000 GeV2 the e−p cross section is found to
be approximately a factor of four larger than for e+p scat-
tering at x � 0.2 of which only 12% is due to the different
centre-of-mass energies. The e−p cross sections are seen to
lie above the pure photon exchange model, whereas e+p
cross sections lie below it. Both measurements agree with
the Standard Model.

The observed difference at high Q2 between the e+p
and e−p data and between both sets of data and the pure
photon exchange model is understood in the Standard
Model by the effects of Z0 exchange. It can be deduced
from (2) that the generalised structure function F̃2 is al-
ways larger than the electromagnetic structure function
F2. Furthermore since |v| � a2κw the increase at large
Q2 is expected to be mainly due to the Z0 exchange con-
tribution FZ

2 . Conversely the main contribution to xF̃3 is
from the photon-Z0 interference term. For e−p scatter-
ing the cross section is enhanced relative to pure photon
exchange, since the contributions from FZ

2 and xF̃3 are
both positive (see (1)). For e+p scattering FZ

2 gives a pos-
itive contribution and xF̃3 gives a negative contribution.
In the HERA kinematic range the contribution from xF̃3
is larger than that from FZ

2 and so the resulting cross
section is smaller than that from pure photon exchange.

The CC cross section dσ/dx, is measured for Q2 >
1 000 GeV2 and y < 0.9 and is shown in Fig. 4 and listed
in Table 3. A correction has been made for the cuts 0.03 <
y < 0.85 using the H1 97 PDF Fit and is given in Table 3.
Figure 4 also shows the corresponding measurement in e+p
scattering and the Standard Model expectation.

The CC e−p cross section is larger than that for e+p
scattering by a factor of two at low x and a factor of
four at high x. The difference between the cross sections
is understood to be due to the different contributions of
quark flavours probed by the exchanged W± bosons and
the helicity structure of the CC interaction (see (8)). In
the valence region at high x the dominant CC process is
the scattering off u quarks for e−p interactions and off d
quarks for e+p interactions. The e−p cross section is ex-
pected to be larger (see (8)) since there are two u valence
quarks and only one d valence quark in the proton. Fur-
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Fig. 4. The CC cross section dσCC/dx for Q2 > 1 000 GeV2

and y < 0.9 is shown for the H1 e−p data (solid points) and
the H1 e+p data [2](open points). The solid curves show the
Standard Model expectation based on the H1 97 PDF Fit.
The dashed curve shows the e+p cross section for an increased
centre-of-mass energy. The inner error bars represent the sta-
tistical error, and the outer error bars show the total error.
The normalisation uncertainties are not included in the error
bars

Table 3. The CC cross-section dσCC/dx measured for Q2 >
1 000GeV2 and 0.03 < y < 0.85 after correction (kcor) to
y < 0.9. The statistical (δsta), uncorrelated systematic (δunc),
correlated systematic (δcor), and total (δtot) errors are also
given. The normalisation uncertainty of 1.8% is not included
in the errors

x dσCC/dx (pb) kcor δsta δunc δcor δtot

Q2 > 1 000GeV2, y < 0.9 (%) (%) (%) (%)

0.032 0.273 · 103 1.064 11.0 4.6 2.4 12.1
0.080 0.194 · 103 1.033 7.1 3.9 1.2 8.2
0.130 0.131 · 103 1.023 7.3 3.4 1.0 8.1
0.250 0.686 · 102 1.014 7.4 3.9 1.1 8.4
0.400 0.201 · 102 1.051 14.1 11.0 4.8 18.5
0.650 0.264 · 101 1.197 49.8 21.1 16.9 56.7

thermore, scattering off d quarks is suppressed by a factor
of (1 − y)2 compared to u quarks. The effect of the in-
creased centre-of-mass energy accounts only for a small
part of the difference, and is shown by the dashed curve
in Fig. 4.

4.2 NC and CC cross sections dσ/dQ2

The NC cross section dσ/dQ2 for e−p data is shown in
Fig. 5 for y < 0.9 and is listed in Table 4. The cross sec-
tion is corrected for the effect of the cut y < 0.63 for
Q2 < 890 GeV2, the correction is also given in Table 4.
Also included in Fig. 5 are the measurements of the e+p
data [2,3] and the expectations from the Standard Model.
The lower plot shows the ratio of the measurement to the
Standard Model expectation. The Standard Model uncer-
tainty represents the uncertainty of the expectation due
to assumptions made in the H1 97 PDF Fit, as well as the
uncertainties of the experimental data entering the fit [2].
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Table 4. The NC cross section dσNC/dQ2 for y < 0.9 af-
ter correction (kcor) according to the Standard Model expec-
tation for the kinematic cuts y < 0.63 for Q2 < 890 GeV2.
The statistical (δsta), uncorrelated systematic (δunc), corre-
lated systematic (δcor), and total (δtot) errors are also given.
The normalisation uncertainty of 1.8% is not included in the
errors

Q2 dσNC/dQ2 kcor δsta δunc δcor δtot

(GeV2) (pb/GeV2) (%) (%) (%) (%)
y < 0.9

200 1.822 · 101 1.078 1.3 3.0 1.1 3.4
250 1.067 · 101 1.075 1.3 3.2 1.7 3.9
300 7.109 · 100 1.070 1.5 3.4 1.7 4.1
400 3.536 · 100 1.060 1.7 2.8 1.3 3.6
500 2.062 · 100 1.048 2.1 3.5 2.2 4.6
650 1.103 · 100 1.031 2.5 3.3 1.7 4.5
800 0.683 · 100 1.013 3.0 3.2 1.1 4.5
1000 0.372 · 100 1.000 3.4 3.1 1.3 4.8
1200 0.245 · 100 1.000 3.9 3.0 0.9 5.0
1500 0.132 · 100 1.000 4.8 3.0 1.0 5.7
2000 0.615 · 10−1 1.000 5.8 3.3 1.7 6.8
3000 0.239 · 10−1 1.000 5.0 3.1 0.9 6.0
5000 0.675 · 10−2 1.000 6.1 3.5 0.8 7.1
8000 0.191 · 10−2 1.000 9.1 5.7 1.0 10.8
12000 0.395 · 10−3 1.000 18.2 6.7 1.3 19.4
20000 0.901 · 10−4 1.000 30.6 10.2 1.4 32.2
30000 0.204 · 10−4 1.000 58.5 21.8 3.0 62.5

Table 5. The CC cross-section dσCC/dQ2 for y < 0.9 after
correction (kcor) according to Standard Model expectations for
kinematic cuts 0.03 < y < 0.85 and PT,h > 12GeV. The sta-
tistical (δsta), uncorrelated systematic (δunc), correlated sys-
tematic (δcor), and total (δtot) errors are also given. The final
column gives the correction for QED radiative effets δqed

CC . The
normalisation uncertainty of 1.8% is not included in the errors

Q2 dσCC/dQ2 kcor δsta δunc δcor δtot δqed

(GeV2) (pb/GeV2) (%) (%) (%) (%) (%)
y < 0.9

300 0.389 · 10−1 1.495 18.8 7.2 9.5 22.3 4.2
500 0.292 · 10−1 1.245 11.7 5.3 4.3 13.6 2.1
1000 0.158 · 10−1 1.070 9.7 4.2 2.0 10.7 −0.6
2000 0.102 · 10−1 1.024 7.8 4.0 1.4 8.8 −1.5
3000 0.667 · 10−2 1.026 7.3 4.2 0.6 8.4 −0.8
5000 0.292 · 10−2 1.034 8.8 4.3 0.9 9.9 −4.2
8000 0.140 · 10−2 1.046 10.8 6.6 2.5 12.9 −8.0
15000 0.336 · 10−3 1.080 16.3 11.2 4.8 20.3 −13.6
30000 0.202 · 10−4 1.183 44.6 18.7 10.9 49.6 −20.7

The NC data span a range of more than two orders of
magnitude in Q2 and are everywhere in good agreement
with the Standard Model. At Q2 < 1 000 GeV2 there is
only a small difference of ≈ 7% between the e−p and e+p
measurements due to the increased centre-of-mass energy
of the e− data. For Q2 > 2 000 GeV2 the e−p cross sec-
tion is observed to be systematically larger than the e+p
cross section. This difference cannot be explained by the
increased centre-of-mass energy, for which the expected
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Fig. 5. The Q2 dependence of the NC cross section dσNC/dQ2

is shown for the H1 e−p data (solid points) and e+p measure-
ments (open points) from H1 [2] and ZEUS [3]. The data are
compared with the Standard Model expectation determined
from the H1 97 PDF Fit including the H1 e+p data. The dashed
curve shows the influence of an increased centre-of-mass en-
ergy on the e+p cross section. The ratio of the e−p data to the
Standard Model expectation is shown in the lower figure. The
Standard Model uncertainty is shown as the shaded band. The
inner error bars represent the statistical error, and the outer er-
ror bars show the total error. The normalisation uncertainties
are not included in the error bars

effect on the e+p cross section is indicated by the dashed
line. The observed asymmetry between NC e−p and e+p
scattering is well described by the Standard Model, where
the effects of Z0 exchange result in an enhancement of the
e−p cross section compared to the e+p cross section.

The CC cross section dσ/dQ2 for e−p data is shown
in Fig. 6 for y < 0.9 and is listed in Table 5. The cross
section is corrected for the cuts 0.03 < y < 0.85 and
PT,h > 12 GeV. The lower plot shows the ratio of the
measurements to the Standard Model expectation. The
e−p cross section is found to be larger than the e+p cross
section. The difference increases with Q2 reaching a factor
10 at Q2 = 15 000 GeV2 since at higher Q2 the average
x and y values are larger due to the kinematic constraint
Q2 = sxy. At lower Q2, and hence lower x, the most
important contribution arises from the sea quarks, which
are approximately flavour symmetric [25] and contribute
roughly equally for e−p and e+p scattering. As Q2, x and
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Fig. 6. The Q2 dependence of the CC cross section dσCC/dQ2

is shown for the e−p data (solid points) and e+p measurements
(open points) from H1 and ZEUS [3]. The data are compared
with the Standard Model expectation determined from the H1
97 PDF Fit including the H1 e+p data. The dashed curve shows
the influence of an increased centre-of-mass energy on the e+p
data. The ratio of the e−p data to the Standard Model ex-
pectation is shown in the lower figure. The Standard Model
uncertainty is shown as the shaded band. The inner error bars
represent the statistical error, and the outer error bars show the
total error. The normalisation uncertainties are not included
in the error bars

y increase the contribution of the valence quarks becomes
more important. The CC electron scattering cross section
is in good agreement with the Standard Model expectation
throughout the Q2 range.

4.3 NC and CC reduced cross sections

The double differential NC reduced cross section mea-
surements are listed in Table 6 and are also given in Ta-
ble 7 where the contribution of each of the main system-
atic uncertainties is listed separately. In addition Table 6
gives the extracted value of the electromagnetic structure
function F2, where the correction factor, (1 + ∆all), was
determined from the H1 97 PDF Fit. The NC reduced
cross section is shown in Fig. 7 over the full x and Q2

range of the measurement which reaches x = 0.65 and
Q2 = 30 000 GeV2. The data exhibit a strong rise with

H1 Neutral Current

0

1

Q2=150 GeV2σ∼
N

C

Q2=200 GeV2 Q2=250 GeV2 Q2=300 GeV2

0

1

Q2=400 GeV2 Q2=500 GeV2 Q2=650 GeV2 Q2=800 GeV2

0

0.5

1
Q2=1000 GeV2 Q2=1200 GeV2 Q2=1500 GeV2 Q2=2000 GeV2

0

0.5

1
Q2=3000 GeV2 Q2=5000 GeV2

10
-2

10
-1

Q2=8000 GeV2

10
-2

10
-1

1

Q2=12000 GeV2

x

0

0.25

0.5

10
-2

10
-1

Q2=20000 GeV2

10
-2

10
-1

Q2=30000 GeV2

x

H1 e–p

H1 97 PDF Fit

Fig. 7. The NC e−p reduced cross section σ̃NC(x, Q2) is com-
pared with the H1 97 PDF Fit. The inner error bars represent
the statistical error, and the outer error bars show the total er-
ror. The normalisation uncertainty is not included in the error
bars

decreasing x which can be interpreted (see (4)) as due to
the high density of low x quarks in the proton. The H1 97
PDF Fit is found to give a good description of the x, Q2

behaviour of the data, though at low x the expectation
has a slight tendency to be lower than the measured cross
sections.

In Fig. 8 the reduced cross section at high x is com-
pared with HERA measurements of e+p scattering and
fixed target data as a function of Q2. The e−p data are
found to be in agreement with the e+p measurements for
Q2 < 1 000 GeV2. The reduced cross section exhibits ap-
proximate scaling with Q2 as is expected from the scatter-
ing of virtual photons off point-like constituents. At larger
values of Q2 the e−p data are generally higher than the
e+p data, as is expected from the effects of Z0 exchange.
The data are compared with the H1 97 PDF Fit, which
can be seen to give a good description of all the data up
to x = 0.4. At x = 0.65 the fit, which in this kinematic
region is mainly constrained by the BCDMS data [17], lies
slightly above the H1 data. The level of agreement may
be quantified by comparing the measurement of dσ/dx at
x = 0.65 for Q2 > 1 000 GeV2 (see Table 1) with the ex-
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Table 6. The NC reduced cross section σ̃NC(x, Q2) with statistical (δsta), systematic (δsys),
and total (δtot) errors. The electromagnetic structure function F2 is also given with the
corrections ∆all, ∆F2 ,∆F3 ,∆FL as defined in (10). The normalisation uncertainty of 1.8% is
not included in the errors

Q2 x y σ̃NC δsta δsys δtot F2 ∆all ∆F2 ∆F3 ∆FL

(GeV2) (%) (%) (%) (%) (%) (%) (%)

150 0.0032 0.462 1.218 2.7 3.8 4.7 1.253 −2.8 0.1 0.1 −3.0
150 0.0050 0.295 1.154 2.8 3.4 4.4 1.164 −0.8 0.1 0.1 −1.0
150 0.0080 0.185 0.968 4.1 8.2 9.1 0.969 −0.2 0.1 0.0 −0.3

200 0.0032 0.615 1.271 4.1 4.5 6.1 1.344 −5.4 0.2 0.1 −5.7
200 0.0050 0.394 1.107 2.8 3.6 4.6 1.125 −1.6 0.2 0.1 −1.8
200 0.0080 0.246 0.915 3.0 3.3 4.5 0.918 −0.4 0.2 0.1 −0.6
200 0.0130 0.152 0.860 3.2 3.5 4.7 0.859 0.0 0.2 0.1 −0.2
200 0.0200 0.099 0.677 3.8 5.3 6.5 0.676 0.2 0.2 0.1 −0.1
200 0.0320 0.062 0.558 4.5 7.4 8.6 0.556 0.2 0.2 0.1 0.0
200 0.0500 0.039 0.506 5.2 8.4 9.9 0.505 0.2 0.2 0.1 0.0
200 0.0800 0.025 0.407 5.9 10.9 12.4 0.406 0.2 0.1 0.0 0.0

250 0.0050 0.492 1.123 3.5 4.0 5.3 1.154 −2.7 0.2 0.1 −3.0
250 0.0080 0.308 1.021 3.2 4.2 5.3 1.027 −0.6 0.2 0.1 −0.9
250 0.0130 0.189 0.825 3.4 4.5 5.7 0.825 0.0 0.2 0.1 −0.3
250 0.0200 0.123 0.691 3.5 4.0 5.4 0.689 0.2 0.2 0.1 −0.1
250 0.0320 0.077 0.569 3.8 4.7 6.1 0.567 0.3 0.2 0.1 0.0
250 0.0500 0.049 0.493 4.3 3.7 5.7 0.492 0.3 0.2 0.1 0.0
250 0.0800 0.031 0.407 4.7 3.9 6.1 0.406 0.3 0.2 0.1 0.0
250 0.1300 0.019 0.311 5.3 5.8 7.8 0.310 0.2 0.2 0.1 0.0
250 0.2500 0.010 0.225 7.5 9.5 12.1 0.224 0.2 0.2 0.0 0.0
250 0.4000 0.006 0.138 9.3 7.2 11.8 0.138 0.2 0.2 0.0 0.0

300 0.0050 0.591 1.152 5.6 4.6 7.2 1.202 −4.1 0.3 0.2 −4.6
300 0.0080 0.369 1.026 3.6 3.6 5.1 1.036 −0.9 0.3 0.2 −1.4
300 0.0130 0.227 0.878 3.8 3.7 5.3 0.878 0.0 0.3 0.2 −0.4
300 0.0200 0.148 0.735 4.0 4.3 5.9 0.733 0.3 0.3 0.1 −0.1
300 0.0320 0.092 0.605 4.2 4.1 5.8 0.603 0.3 0.3 0.1 0.0
300 0.0500 0.059 0.509 4.5 5.1 6.8 0.507 0.4 0.3 0.1 0.0
300 0.0800 0.037 0.390 5.2 4.6 6.9 0.389 0.3 0.2 0.1 0.0
300 0.1300 0.023 0.332 5.4 7.0 8.8 0.331 0.3 0.2 0.1 0.0
300 0.2500 0.012 0.277 6.9 10.8 12.8 0.277 0.3 0.2 0.0 0.0
300 0.4000 0.007 0.143 10.3 9.8 14.2 0.142 0.2 0.2 0.0 0.0

400 0.0080 0.492 1.088 4.5 4.1 6.1 1.109 −1.9 0.4 0.3 −2.6
400 0.0130 0.303 0.897 4.3 3.6 5.6 0.898 −0.1 0.4 0.3 −0.8
400 0.0200 0.197 0.732 4.5 3.6 5.8 0.729 0.4 0.4 0.3 −0.3
400 0.0320 0.123 0.560 4.8 3.8 6.1 0.557 0.5 0.4 0.2 −0.1
400 0.0500 0.079 0.514 5.0 3.7 6.3 0.511 0.5 0.4 0.2 0.0
400 0.0800 0.049 0.429 5.5 4.3 7.0 0.427 0.5 0.4 0.2 0.0
400 0.1300 0.030 0.352 5.6 5.0 7.5 0.351 0.5 0.3 0.1 0.0
400 0.2500 0.016 0.240 7.6 7.4 10.6 0.239 0.4 0.3 0.1 0.0
400 0.4000 0.010 0.143 10.8 8.4 13.7 0.143 0.3 0.3 0.1 0.0

500 0.0080 0.615 1.044 7.8 5.1 9.3 1.080 −3.3 0.5 0.5 −4.3
500 0.0130 0.379 1.003 5.1 4.5 6.8 1.006 −0.3 0.5 0.4 −1.2
500 0.0200 0.246 0.765 5.1 4.8 7.0 0.761 0.5 0.5 0.4 −0.4
500 0.0320 0.154 0.604 5.3 4.5 7.0 0.600 0.7 0.5 0.4 −0.1
500 0.0500 0.099 0.517 5.6 4.0 6.9 0.513 0.8 0.5 0.3 0.0
500 0.0800 0.062 0.392 6.4 6.5 9.2 0.389 0.7 0.5 0.3 0.0
500 0.1300 0.038 0.363 7.2 4.9 8.7 0.361 0.6 0.4 0.2 0.0
500 0.1800 0.027 0.283 8.2 8.1 11.5 0.281 0.6 0.4 0.2 0.0
500 0.2500 0.020 0.254 10.5 9.5 14.2 0.253 0.5 0.4 0.1 0.0
500 0.4000 0.012 0.139 15.4 15.1 21.6 0.138 0.5 0.4 0.1 0.0
500 0.6500 0.008 0.026 19.6 10.9 22.4 0.026 0.4 0.4 0.1 0.0
650 0.0130 0.492 0.988 6.0 4.1 7.3 0.995 −0.7 0.7 0.8 −2.2
650 0.0200 0.320 0.791 6.3 4.4 7.7 0.785 0.7 0.7 0.7 −0.7
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Table 6. (continued)

Q2 x y σ̃NC δsta δsys δtot F2 ∆all ∆F2 ∆F3 ∆FL

(GeV2) (%) (%) (%) (%) (%) (%) (%)

650 0.0320 0.200 0.684 6.1 4.3 7.4 0.677 1.1 0.7 0.6 −0.2
650 0.0500 0.128 0.538 6.5 5.2 8.3 0.532 1.2 0.7 0.5 −0.1
650 0.0800 0.080 0.436 7.1 5.8 9.2 0.431 1.1 0.7 0.4 0.0
650 0.1300 0.049 0.343 8.8 5.8 10.5 0.339 1.0 0.6 0.3 0.0
650 0.1800 0.036 0.330 9.1 7.5 11.8 0.327 0.9 0.6 0.3 0.0
650 0.2500 0.026 0.251 11.9 10.6 15.9 0.249 0.8 0.6 0.2 0.0
650 0.4000 0.016 0.090 22.9 9.6 24.9 0.090 0.7 0.5 0.1 0.0

800 0.0130 0.606 0.842 10.2 5.8 11.7 0.854 −1.4 1.0 1.1 −3.5
800 0.0200 0.394 0.806 7.2 4.9 8.8 0.799 0.9 1.0 1.0 −1.1
800 0.0320 0.246 0.721 7.1 5.0 8.7 0.709 1.6 1.0 0.9 −0.3
800 0.0500 0.158 0.587 7.4 4.4 8.6 0.577 1.6 0.9 0.8 −0.1
800 0.0800 0.099 0.518 7.8 5.2 9.4 0.510 1.5 0.9 0.7 0.0
800 0.1300 0.061 0.411 10.0 6.2 11.8 0.406 1.3 0.9 0.5 0.0
800 0.1800 0.044 0.302 11.6 6.7 13.4 0.298 1.2 0.8 0.4 0.0
800 0.2500 0.032 0.212 14.1 8.2 16.4 0.210 1.1 0.8 0.3 0.0
800 0.4000 0.020 0.117 20.9 12.6 24.4 0.116 0.9 0.7 0.2 0.0
800 0.6500 0.012 0.015 21.8 14.9 26.5 0.015 0.8 0.7 0.1 0.0

1000 0.0130 0.757 0.773 11.5 6.9 13.5 0.795 −2.8 1.4 1.7 −5.8
1000 0.0200 0.492 0.787 7.9 4.7 9.2 0.778 1.2 1.4 1.6 −1.8
1000 0.0320 0.308 0.572 9.0 4.4 10.0 0.560 2.3 1.3 1.4 −0.5
1000 0.0500 0.197 0.577 8.4 4.5 9.5 0.564 2.4 1.3 1.2 −0.2
1000 0.0800 0.123 0.450 9.3 5.6 10.8 0.440 2.2 1.2 1.0 0.0
1000 0.1300 0.076 0.491 10.3 5.3 11.6 0.482 1.9 1.2 0.8 0.0
1000 0.1800 0.055 0.249 13.5 5.7 14.6 0.245 1.7 1.1 0.6 0.0
1000 0.2500 0.039 0.311 13.0 9.2 15.9 0.306 1.5 1.1 0.5 0.0
1000 0.4000 0.025 0.122 22.9 14.0 26.9 0.120 1.3 1.0 0.3 0.0

1200 0.0200 0.591 0.839 9.1 4.0 10.0 0.829 1.3 1.8 2.3 −2.7
1200 0.0320 0.369 0.719 9.2 3.7 9.9 0.698 3.0 1.7 2.1 −0.7
1200 0.0500 0.236 0.645 9.3 3.6 9.9 0.624 3.2 1.7 1.8 −0.2
1200 0.0800 0.148 0.415 10.7 3.4 11.2 0.403 3.0 1.6 1.4 −0.1
1200 0.1300 0.091 0.384 12.6 4.5 13.4 0.375 2.6 1.5 1.1 0.0
1200 0.1800 0.066 0.341 13.6 5.3 14.6 0.333 2.3 1.4 0.9 0.0
1200 0.2500 0.047 0.251 15.8 7.0 17.3 0.246 2.0 1.4 0.7 0.0
1200 0.4000 0.030 0.110 25.0 12.0 27.7 0.109 1.7 1.3 0.4 0.0

1500 0.0200 0.738 0.860 12.4 5.5 13.5 0.850 1.2 2.4 3.4 −4.6
1500 0.0320 0.462 0.704 10.4 4.7 11.4 0.675 4.3 2.4 3.2 −1.2
1500 0.0500 0.295 0.515 11.7 3.6 12.2 0.492 4.7 2.3 2.7 −0.4
1500 0.0800 0.185 0.512 11.0 4.0 11.7 0.490 4.3 2.2 2.2 −0.1
1500 0.1300 0.114 0.390 13.9 5.0 14.8 0.376 3.7 2.1 1.7 0.0
1500 0.1800 0.082 0.260 18.6 4.3 19.1 0.251 3.3 2.0 1.3 0.0
1500 0.2500 0.059 0.197 19.6 7.7 21.1 0.191 2.9 1.9 1.0 0.0
1500 0.4000 0.037 0.145 24.3 12.8 27.4 0.142 2.4 1.7 0.7 0.0
1500 0.6500 0.023 0.014 35.4 16.1 38.9 0.013 2.0 1.6 0.4 0.0

2000 0.0320 0.615 0.796 11.1 4.4 11.9 0.747 6.6 3.6 5.4 −2.4
2000 0.0500 0.394 0.599 13.0 5.0 13.9 0.557 7.6 3.5 4.8 −0.7
2000 0.0800 0.246 0.582 12.3 4.3 13.0 0.544 7.0 3.3 3.9 −0.2
2000 0.1300 0.152 0.224 20.0 4.6 20.6 0.212 6.0 3.1 2.9 0.0
2000 0.1800 0.109 0.249 21.9 6.3 22.7 0.236 5.2 3.0 2.3 0.0
2000 0.2500 0.079 0.197 22.4 6.8 23.4 0.188 4.5 2.8 1.8 0.0
2000 0.4000 0.049 0.108 27.7 10.1 29.5 0.104 3.7 2.6 1.1 0.0

3000 0.0500 0.591 0.606 10.6 6.4 12.4 0.530 14.4 6.0 10.0 −1.7
3000 0.0800 0.369 0.556 10.9 4.5 11.8 0.489 13.6 5.7 8.3 −0.4
3000 0.1300 0.227 0.464 12.4 4.0 13.0 0.416 11.4 5.4 6.2 −0.1
3000 0.1800 0.164 0.347 15.3 5.1 16.1 0.315 9.9 5.1 4.8 0.0
3000 0.2500 0.118 0.255 17.8 7.0 19.1 0.235 8.5 4.8 3.7 0.0
3000 0.4000 0.074 0.128 23.0 10.9 25.5 0.120 6.8 4.4 2.4 0.0
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Table 6. (continued)

Q2 x y σ̃NC δsta δsys δtot F2 ∆all ∆F2 ∆F3 ∆FL

(GeV2) (%) (%) (%) (%) (%) (%) (%)

5000 0.0800 0.615 0.707 10.6 4.8 11.7 0.545 29.7 10.8 20.3 −1.4
5000 0.1300 0.379 0.536 13.1 5.3 14.2 0.428 25.2 10.1 15.4 −0.3
5000 0.1800 0.274 0.442 14.0 5.2 14.9 0.364 21.5 9.6 12.0 −0.1
5000 0.2500 0.197 0.361 17.4 10.5 20.3 0.306 18.0 9.0 9.0 0.0
5000 0.4000 0.123 0.091 31.6 11.1 33.5 0.080 14.0 8.3 5.7 0.0
5000 0.6500 0.076 0.010 41.0 18.8 45.1 0.009 11.1 7.6 3.5 0.0

8000 0.1300 0.606 0.722 16.0 6.5 17.2 0.485 49.0 16.6 33.3 −0.9
8000 0.1800 0.438 0.386 20.4 5.8 21.2 0.272 41.8 15.7 26.4 −0.3
8000 0.2500 0.315 0.295 21.8 8.2 23.3 0.219 34.5 14.8 19.8 −0.1
8000 0.4000 0.197 0.197 27.7 16.8 32.4 0.156 26.0 13.6 12.5 0.0

12000 0.1800 0.656 0.471 27.8 7.6 28.8 0.277 70.0 22.3 48.6 −0.9
12000 0.2500 0.473 0.298 28.9 8.6 30.2 0.189 58.1 21.0 37.4 −0.3
12000 0.4000 0.295 0.083 50.0 19.6 53.7 0.058 42.7 19.3 23.5 −0.1

20000 0.2500 0.788 0.349 51.1 10.8 52.2 0.174 101.1 29.4 72.8 −1.1
20000 0.4000 0.492 0.182 44.7 13.3 46.7 0.103 76.3 27.0 49.5 −0.2
20000 0.6500 0.303 0.014 70.7 36.9 79.8 0.009 54.2 24.8 29.4 0.0

30000 0.4000 0.738 0.268 70.7 17.5 72.9 0.125 113.7 32.8 81.4 −0.6
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Table 7. The NC reduced cross section σ̃NC(x, Q2) with statistical (δsta), total (δtot), and uncorrelated
systematic (δunc) errors, and its contributions from the electron energy error (δE

unc), and the hadronic
energy error (δh

unc). The effect of the other uncorrelated systematic errors is included in (δunc). In addition
the correlated systematic (δcor), and its contributions from a positive variation of one standard deviation
of the electron energy error (δE+

cor ), of the polar electron angle error (δθ+

cor), of the hadronic energy error
(δh+

cor), of the error due to noise subtraction (δN+

cor ), and of the error due to background subtraction (δB+

cor ).
The normalisation uncertainty of 1.8% is not included in the errors

Q2 x σ̃NC δtot δsta δunc δE
unc δh

unc δcor δE+

cor δθ+

cor δh+

cor δN+

cor δB+

cor

(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

150 0.0032 1.218 4.7 2.7 3.0 0.5 0.6 2.3 0.1 −1.8 1.3 0.1 −0.7
150 0.0050 1.154 4.4 2.8 3.0 0.2 0.5 1.5 0.4 1.4 0.3 0.2 −0.1
150 0.0080 0.968 9.1 4.1 5.4 4.0 1.0 6.1 −1.6 5.9 −0.7 0.1 0.0

200 0.0032 1.271 6.1 4.1 3.5 0.8 0.2 2.9 −1.0 −2.5 0.5 0.2 −0.9
200 0.0050 1.107 4.6 2.8 3.1 0.7 0.9 1.8 −0.5 −1.0 1.4 0.2 −0.3
200 0.0080 0.915 4.5 3.0 3.2 1.1 0.4 0.9 0.4 −0.6 0.4 −0.2 −0.1
200 0.0130 0.860 4.7 3.2 3.3 1.2 0.1 1.1 −0.3 0.8 −0.6 0.4 0.0
200 0.0200 0.677 6.5 3.8 4.5 3.1 0.1 2.9 −1.2 2.6 −0.4 0.1 0.0
200 0.0320 0.558 8.6 4.5 6.1 5.0 0.5 4.2 −2.0 3.5 −1.1 0.3 0.0
200 0.0500 0.506 9.9 5.2 6.8 5.7 0.7 4.9 −1.6 4.5 −0.6 −1.1 0.0
200 0.0800 0.407 12.4 5.9 8.4 7.4 0.8 6.9 −3.0 6.2 0.4 1.0 0.0

250 0.0050 1.123 5.3 3.5 3.3 1.1 0.7 2.3 0.6 −1.7 1.3 0.2 −0.5
250 0.0080 1.021 5.3 3.2 3.7 2.0 0.7 2.0 −0.8 −1.6 0.8 0.1 0.0
250 0.0130 0.825 5.7 3.4 4.0 2.6 0.5 2.1 0.6 −2.0 0.3 0.3 0.0
250 0.0200 0.691 5.4 3.5 3.6 1.8 0.5 1.8 0.6 −1.7 −0.2 0.5 0.0
250 0.0320 0.569 6.1 3.8 3.9 2.3 0.7 2.6 1.0 −2.2 −0.9 −0.3 0.0
250 0.0500 0.493 5.7 4.3 3.4 0.8 0.5 1.4 −0.2 −1.1 −0.6 0.6 0.0
250 0.0800 0.407 6.1 4.7 3.5 1.0 0.6 1.6 −0.6 −0.4 0.3 1.4 0.0
250 0.1300 0.311 7.8 5.3 5.2 3.1 2.2 2.6 1.6 −0.9 −1.4 −1.3 0.0
250 0.2500 0.225 12.1 7.5 8.6 6.9 2.8 4.1 2.4 −1.5 −1.8 −2.3 0.0
250 0.4000 0.138 11.8 9.3 6.8 4.2 1.4 2.3 0.4 −1.0 −0.4 −2.0 0.0

300 0.0050 1.152 7.2 5.6 3.9 1.2 0.3 2.3 0.4 −2.2 0.2 0.1 −0.6
300 0.0080 1.026 5.1 3.6 3.3 0.2 1.0 1.5 −0.6 −0.8 1.1 0.1 −0.1
300 0.0130 0.878 5.3 3.8 3.3 0.7 0.8 1.7 −0.3 −1.5 0.7 0.2 0.0
300 0.0200 0.735 5.9 4.0 3.9 2.1 0.3 1.8 0.9 −1.5 −0.1 0.3 −0.1
300 0.0320 0.605 5.8 4.2 3.8 2.0 0.3 1.5 0.7 −1.3 −0.2 0.3 0.0
300 0.0500 0.509 6.8 4.5 4.5 3.1 0.1 2.3 1.0 −2.0 0.2 0.6 0.0
300 0.0800 0.390 6.9 5.2 4.1 2.3 0.3 2.0 0.9 −1.7 −0.3 0.5 0.0
300 0.1300 0.332 8.8 5.4 6.7 5.6 1.1 2.1 1.1 −1.6 −0.7 −0.4 0.0
300 0.2500 0.277 12.8 6.9 9.4 7.7 3.4 5.3 3.1 −2.6 −2.1 −2.7 0.0
300 0.4000 0.143 14.2 10.3 8.9 6.8 1.9 4.2 2.8 −2.6 −0.8 −1.6 0.0

400 0.0080 1.088 6.1 4.5 3.5 0.2 0.9 2.2 0.3 −1.8 1.3 0.1 −0.2
400 0.0130 0.897 5.6 4.3 3.4 0.3 0.8 1.2 0.7 −0.8 0.6 0.2 0.0
400 0.0200 0.732 5.8 4.5 3.5 1.0 0.4 1.1 0.2 −0.9 −0.5 0.2 0.0
400 0.0320 0.560 6.1 4.8 3.6 1.2 0.4 1.3 0.6 −1.1 0.5 0.1 −0.1
400 0.0500 0.514 6.3 5.0 3.6 1.0 0.3 1.0 0.4 0.6 −0.6 0.4 0.0
400 0.0800 0.429 7.0 5.5 3.8 1.4 0.5 2.1 1.5 −1.2 −0.1 0.8 0.0
400 0.1300 0.352 7.5 5.6 4.4 2.4 1.1 2.2 1.5 −1.4 −0.7 −0.1 0.0
400 0.2500 0.240 10.6 7.6 6.7 4.5 2.7 3.2 2.1 −0.8 −1.6 −1.6 0.0
400 0.4000 0.143 13.7 10.8 7.3 4.1 2.4 4.1 1.9 −1.8 −1.3 −2.8 0.0

500 0.0080 1.044 9.3 7.8 4.6 1.3 0.5 2.0 −0.8 −1.6 0.9 −0.2 −0.5
500 0.0130 1.003 6.8 5.1 3.9 1.2 1.1 2.3 0.6 −2.1 1.0 0.2 −0.1
500 0.0200 0.765 7.0 5.1 4.2 2.1 1.2 2.3 0.9 −1.9 0.8 0.2 0.0
500 0.0320 0.604 7.0 5.3 3.8 1.5 0.5 2.5 1.3 −2.0 0.2 0.5 0.0
500 0.0500 0.517 6.9 5.6 3.8 1.3 0.6 1.4 0.5 −1.2 −0.2 0.5 0.0
500 0.0800 0.392 9.2 6.4 5.8 4.3 1.3 3.0 2.0 −2.0 −0.8 −0.3 0.0
500 0.1300 0.363 8.7 7.2 4.1 0.4 0.8 2.7 0.5 −1.7 −0.5 2.0 0.0
500 0.1800 0.283 11.5 8.2 6.6 4.5 2.4 4.7 3.5 −2.1 −1.6 −1.5 0.0
500 0.2500 0.254 14.2 10.5 8.4 6.0 2.9 4.5 3.3 −2.4 −1.6 −1.1 0.0
500 0.4000 0.139 21.6 15.4 12.0 8.5 3.9 9.2 7.2 −3.5 −2.3 −3.9 0.0
500 0.6500 0.026 22.4 19.6 10.5 2.8 2.4 3.0 −1.5 −0.8 −2.1 −1.3 0.0
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Table 7. (continued)

Q2 x σ̃NC δtot δsta δunc δE
unc δh

unc δcor δE+

cor δθ+

cor δh+

cor δN+

cor δB+

cor

(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

650 0.0130 0.988 7.3 6.0 4.0 0.5 0.9 1.1 −0.4 −0.3 0.9 0.1 −0.2
650 0.0200 0.791 7.7 6.3 4.2 1.2 0.9 1.5 0.6 −0.9 1.0 −0.3 0.0
650 0.0320 0.684 7.4 6.1 4.0 0.7 1.0 1.6 0.5 −1.4 0.6 0.3 0.0
650 0.0500 0.538 8.3 6.5 4.5 2.2 0.3 2.7 1.9 −1.8 0.2 0.5 0.0
650 0.0800 0.436 9.2 7.1 5.0 2.7 1.2 3.1 2.2 −1.6 −1.2 −0.3 0.0
650 0.1300 0.343 10.5 8.8 5.4 2.1 2.2 2.3 1.5 −0.6 1.0 1.2 0.0
650 0.1800 0.330 11.8 9.1 6.8 4.4 2.0 3.2 2.1 −1.6 −1.7 −0.5 0.0
650 0.2500 0.251 15.9 11.9 9.3 6.3 3.9 5.0 3.6 −1.1 −2.1 −2.7 0.0
650 0.4000 0.090 24.9 22.9 9.3 3.2 1.6 2.4 1.9 0.9 1.2 0.2 0.0

800 0.0130 0.842 11.7 10.2 5.2 0.6 0.2 2.5 1.3 −2.2 −0.3 0.0 −0.2
800 0.0200 0.806 8.8 7.2 4.6 1.3 0.9 1.7 1.1 1.1 0.5 0.0 −0.5
800 0.0320 0.721 8.7 7.1 4.8 1.9 1.2 1.3 0.8 −0.2 1.1 0.2 0.0
800 0.0500 0.587 8.6 7.4 4.4 0.9 0.7 0.8 −0.3 0.1 −0.6 0.3 0.0
800 0.0800 0.518 9.4 7.8 4.9 1.9 0.7 1.6 1.1 0.6 −1.0 0.4 0.0
800 0.1300 0.411 11.8 10.0 5.8 2.5 0.6 2.2 1.5 −1.4 −0.5 0.5 0.0
800 0.1800 0.302 13.4 11.6 6.2 2.5 1.6 2.7 1.9 −1.4 −0.9 0.8 0.0
800 0.2500 0.212 16.4 14.1 7.7 4.3 2.0 2.9 2.0 −0.9 −1.0 −1.5 0.0
800 0.4000 0.117 24.4 20.9 11.6 6.6 3.3 5.1 3.7 −2.2 −2.1 −1.6 0.0
800 0.6500 0.015 26.5 21.8 12.5 9.0 3.9 8.1 6.3 −3.9 −1.6 −3.1 0.0

1000 0.0130 0.773 13.5 11.5 6.5 2.6 1.8 2.3 −0.7 −0.8 −1.5 −0.2 −1.5
1000 0.0200 0.787 9.2 7.9 4.3 1.5 1.3 1.9 1.0 −0.9 1.3 0.1 −0.2
1000 0.0320 0.572 10.0 9.0 4.2 0.8 1.2 1.3 0.4 −0.8 0.9 0.2 −0.1
1000 0.0500 0.577 9.5 8.4 4.3 0.5 1.4 1.3 0.1 −1.0 0.5 0.5 0.0
1000 0.0800 0.450 10.8 9.3 4.9 2.4 1.2 2.8 2.3 −1.1 −1.0 −0.3 0.0
1000 0.1300 0.491 11.6 10.3 5.0 1.1 0.2 1.9 −1.3 −1.4 0.4 0.3 0.0
1000 0.1800 0.249 14.6 13.5 5.4 1.9 1.1 1.6 1.2 −0.8 −0.3 −0.4 0.0
1000 0.2500 0.311 15.9 13.0 8.2 5.3 2.8 4.2 2.7 −2.2 −2.0 1.0 0.0
1000 0.4000 0.122 26.9 22.9 13.3 9.6 4.2 4.4 2.9 0.8 −1.8 −2.7 0.0

1200 0.0200 0.839 10.0 9.1 3.6 0.7 0.8 1.8 −0.6 −0.9 1.3 0.0 −0.6
1200 0.0320 0.719 9.9 9.2 3.5 0.4 1.4 1.1 0.3 −0.6 0.9 0.1 0.0
1200 0.0500 0.645 9.9 9.3 3.5 1.1 0.7 0.7 −0.1 −0.3 0.6 0.2 0.0
1200 0.0800 0.415 11.2 10.7 3.4 0.8 0.6 0.6 0.4 −0.2 0.2 0.3 0.0
1200 0.1300 0.384 13.4 12.6 4.3 2.2 0.6 1.2 1.0 0.3 −0.3 −0.5 0.0
1200 0.1800 0.341 14.6 13.6 4.7 2.5 0.6 2.3 1.9 −0.7 −0.9 0.6 0.0
1200 0.2500 0.251 17.3 15.8 6.4 4.5 1.8 2.9 2.6 −1.1 −0.5 0.2 0.0
1200 0.4000 0.110 27.7 25.0 10.2 7.7 4.0 6.2 4.2 −1.1 −3.2 −3.2 0.0

1500 0.0200 0.860 13.5 12.4 5.2 0.1 1.3 1.4 −0.8 −0.4 −0.4 −0.2 −1.0
1500 0.0320 0.704 11.4 10.4 4.3 1.5 2.2 1.8 −0.6 −0.6 1.6 0.2 −0.1
1500 0.0500 0.515 12.2 11.7 3.5 0.5 0.5 0.8 0.4 −0.6 0.4 0.1 0.0
1500 0.0800 0.512 11.7 11.0 3.8 1.4 0.9 1.4 0.7 −1.1 0.4 0.2 0.0
1500 0.1300 0.390 14.8 13.9 4.7 2.8 0.7 1.8 1.6 −0.7 0.4 −0.2 0.0
1500 0.1800 0.260 19.1 18.6 4.2 0.3 1.0 1.1 −0.9 −0.4 0.3 0.5 0.0
1500 0.2500 0.197 21.1 19.6 6.9 4.5 3.1 3.4 2.9 −0.4 −1.7 −0.3 0.0
1500 0.4000 0.145 27.4 24.3 10.6 7.8 4.1 7.3 6.0 −1.7 −3.2 −2.1 0.0
1500 0.6500 0.014 38.9 35.4 14.5 10.7 6.4 7.2 5.8 −0.3 −2.7 −3.3 0.0

2000 0.0320 0.796 11.9 11.1 3.9 0.9 0.9 2.0 0.3 −1.3 1.5 0.0 −0.5
2000 0.0500 0.599 13.9 13.0 4.4 1.7 1.8 2.3 1.3 −1.4 1.2 0.2 0.0
2000 0.0800 0.582 13.0 12.3 4.0 1.5 0.4 1.5 1.3 −0.8 0.3 0.1 0.0
2000 0.1300 0.224 20.6 20.0 4.4 1.7 0.9 1.5 −1.0 −0.9 −0.6 −0.4 0.0
2000 0.1800 0.249 22.7 21.9 5.7 3.5 1.2 2.6 2.2 0.8 0.9 0.8 0.0
2000 0.2500 0.197 23.4 22.4 6.1 3.8 1.2 2.9 2.6 −1.2 −0.2 −0.6 0.0
2000 0.4000 0.108 29.5 27.7 9.2 6.6 3.1 4.2 3.2 −0.7 −2.0 −1.8 0.0

3000 0.0500 0.606 12.4 10.6 5.8 2.0 2.2 2.7 0.6 0.2 1.9 0.2 −1.7
3000 0.0800 0.556 11.8 10.9 4.4 2.0 1.6 0.9 −0.3 −0.2 0.8 0.1 0.0
3000 0.1300 0.464 13.0 12.4 3.9 0.9 0.6 1.0 −0.8 −0.4 −0.5 0.2 0.0
3000 0.1800 0.347 16.1 15.3 4.6 2.3 0.1 2.2 1.9 −1.0 0.3 0.2 0.0
3000 0.2500 0.255 19.1 17.8 6.4 4.3 1.7 2.9 2.7 0.3 −0.6 0.6 0.0
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Table 7. (continued)

Q2 x σ̃NC δtot δsta δunc δE
unc δh

unc δcor δE+

cor δθ+

cor δh+

cor δN+

cor δB+

cor

(GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
3000 0.4000 0.128 25.5 23.0 9.7 7.4 3.4 5.0 3.7 0.2 −2.8 −1.8 0.0
5000 0.0800 0.707 11.7 10.6 4.4 1.4 2.1 2.0 0.4 −0.7 1.8 0.1 −0.3
5000 0.1300 0.536 14.2 13.1 5.2 2.9 1.6 1.1 0.3 0.5 0.9 0.1 0.0
5000 0.1800 0.442 14.9 14.0 5.1 3.0 0.3 0.9 −0.7 −0.5 0.3 −0.3 0.0
5000 0.2500 0.361 20.3 17.4 9.6 8.0 2.2 4.3 3.7 1.5 −1.7 0.1 0.0
5000 0.4000 0.091 33.5 31.6 10.9 8.9 1.2 1.9 1.5 0.8 0.8 −0.3 0.0
5000 0.6500 0.010 45.1 41.0 17.7 15.7 5.0 6.5 5.7 1.3 −2.6 −1.2 0.0
8000 0.1300 0.722 17.2 16.0 6.2 3.4 2.1 1.9 1.4 −0.2 1.3 0.3 −0.3
8000 0.1800 0.386 21.2 20.4 5.3 1.5 1.7 2.3 −1.0 −1.6 1.4 0.1 0.0
8000 0.2500 0.295 23.3 21.8 7.4 5.2 0.8 3.5 2.8 2.0 −0.7 −0.2 0.0
8000 0.4000 0.197 32.4 27.7 16.7 14.9 1.0 2.1 1.3 1.5 0.7 0.3 0.0
12000 0.1800 0.471 28.8 27.8 7.1 1.9 0.7 2.7 1.6 −1.8 −1.2 −0.3 −0.1
12000 0.2500 0.298 30.2 28.9 8.2 5.2 2.3 2.7 −0.7 −1.2 2.3 0.3 0.0
12000 0.4000 0.083 53.7 50.0 18.1 16.2 0.2 7.6 6.3 4.3 −0.7 0.0 0.0
20000 0.2500 0.349 52.2 51.1 10.6 2.5 0.5 2.2 0.7 1.8 0.7 0.0 −0.6
20000 0.4000 0.182 46.7 44.7 13.1 8.8 1.9 2.3 1.4 −1.6 0.9 0.0 0.0
20000 0.6500 0.014 79.8 70.7 34.4 31.7 2.7 13.4 9.9 8.9 −1.0 0.0 0.0
30000 0.4000 0.268 72.9 70.7 16.9 4.8 0.7 4.7 −3.5 −2.4 −2.0 0.0 0.0

Table 8. The CC double differential cross section d2σCC/dxdQ2 and the struc-
ture function term φCC(x, Q2) computed assuming MW = 80.41GeV. Also given
are the statistical (δsta), systematic (δsys), and total (δtot) errors. The last col-
umn gives the correction for QED radiative effects δqed

CC . The normalisation un-
certainty of 1.8% is not included in the errors

Q2 x y d2σCC/dxdQ2 φCC δsta δsys δtot δqed
CC

(GeV2) (pb/GeV2) (%) (%) (%) (%)

300 0.013 0.227 0.458 · 100 0.773 55.4 15.7 57.6 3.5
300 0.032 0.092 0.399 · 100 1.658 24.5 12.0 27.3 5.6
300 0.080 0.037 0.690 · 10−1 0.717 40.7 11.6 42.3 7.0

500 0.013 0.379 0.433 · 100 0.775 37.6 13.3 39.9 −0.3
500 0.032 0.154 0.285 · 100 1.257 19.6 7.8 21.0 5.0
500 0.080 0.061 0.790 · 10−1 0.870 21.8 5.1 22.4 1.4
500 0.130 0.038 0.551 · 10−1 0.986 29.0 7.0 29.9 3.3

1000 0.032 0.308 0.186 · 100 0.941 17.5 4.9 18.2 −3.8
1000 0.080 0.123 0.556 · 10−1 0.703 17.9 4.3 18.4 2.1
1000 0.130 0.076 0.310 · 10−1 0.637 24.0 4.6 24.5 3.4
1000 0.250 0.039 0.139 · 10−1 0.548 37.6 10.6 39.1 −1.7

2000 0.032 0.615 0.132 · 100 0.859 15.5 4.9 16.2 −2.0
2000 0.080 0.246 0.571 · 10−1 0.929 13.0 3.9 13.6 −2.5
2000 0.130 0.152 0.197 · 10−1 0.521 21.2 4.5 21.7 −0.2
2000 0.250 0.079 0.855 · 10−2 0.435 25.6 6.5 26.4 −0.1

3000 0.080 0.369 0.324 · 10−1 0.659 14.0 4.8 14.8 0.1
3000 0.130 0.227 0.250 · 10−1 0.827 14.0 6.1 15.2 −0.7
3000 0.250 0.118 0.749 · 10−2 0.476 18.9 7.0 20.1 −1.5
3000 0.400 0.074 0.251 · 10−2 0.255 35.2 19.6 40.3 −1.1

5000 0.080 0.615 0.213 · 10−1 0.637 17.9 6.7 19.2 −5.3
5000 0.130 0.379 0.108 · 10−1 0.525 16.8 7.0 18.2 −3.8
5000 0.250 0.197 0.550 · 10−2 0.512 16.3 4.4 16.9 −2.9
5000 0.400 0.123 0.123 · 10−2 0.183 33.1 13.1 35.6 −4.9

8000 0.130 0.606 0.722 · 10−2 0.557 18.9 9.3 21.1 −9.9
8000 0.250 0.315 0.342 · 10−2 0.508 16.3 6.2 17.4 −5.0
8000 0.400 0.197 0.946 · 10−3 0.225 28.6 10.3 30.4 −7.9

15000 0.250 0.591 0.139 · 10−2 0.453 22.1 16.0 27.3 −10.9
15000 0.400 0.369 0.419 · 10−3 0.219 27.5 10.7 29.5 −17.7
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Table 9. The CC double differential cross section d2σCC/dxdQ2 with total error (δtot), statis-
tical error (δsta), uncorrelated systematic error (δunc), and its contributions from the hadronic
energy error (δh

unc). The effect of the other uncorrelated errors is included in δunc. In addition the
correlated systematic error (δcor), and its contributions from a positive variation of one standard
deviation of the error coming from the anti-photoproduction cut (δV +

cor ), of the hadronic energy
error (δh+

cor), of the noise contribution (δN+

cor ) and of the error due to background subtraction (δB+

cor ).
The normalisation uncertainty of 1.8% is not included in the errors

Q2 x d2σCC/dxdQ2 δtot δsta δunc δh
unc δcor δV +

cor δh+

cor δN+

cor δB+

cor

(GeV2) (pb/GeV2) (%) (%) (%) (%) (%) (%) (%) (%) (%)

300 0.013 0.458 · 100 57.6 55.4 7.4 2.2 13.9 12.1 −1.6 1.0 −6.5
300 0.032 0.399 · 100 27.3 24.5 5.2 2.3 10.9 10.0 −2.0 1.8 −3.3
300 0.080 0.690 · 10−1 42.3 40.7 8.7 2.3 7.6 4.7 −1.7 1.4 −5.6

500 0.013 0.433 · 100 39.9 37.6 5.9 2.8 12.0 11.6 −1.7 0.5 −2.3
500 0.032 0.285 · 100 21.0 19.6 5.0 3.0 6.0 3.7 −1.8 0.4 −4.3
500 0.080 0.790 · 10−1 22.4 21.8 4.3 3.0 2.8 1.1 −1.4 2.1 −0.4
500 0.130 0.551 · 10−1 29.9 29.0 6.5 3.0 2.7 0.2 −1.3 2.2 −0.7

1000 0.032 0.186 · 100 18.2 17.5 4.4 1.8 2.2 1.5 −1.1 1.0 −0.6
1000 0.080 0.556 · 10−1 18.4 17.9 4.0 1.8 1.6 0.5 −1.0 1.2 0.0
1000 0.130 0.310 · 10−1 24.5 24.0 4.4 1.8 1.4 0.1 −1.0 1.0 0.0
1000 0.250 0.139 · 10−1 39.1 37.6 10.5 1.7 1.4 0.0 −0.2 −1.4 0.0

2000 0.032 0.132 · 100 16.2 15.5 4.3 2.0 2.4 2.0 −1.3 −0.3 −0.1
2000 0.080 0.571 · 10−1 13.6 13.0 3.8 2.0 1.1 0.6 −0.5 0.7 −0.1
2000 0.130 0.197 · 10−1 21.7 21.2 4.4 2.0 1.1 0.1 −0.8 0.7 −0.2
2000 0.250 0.855 · 10−2 26.4 25.6 6.5 0.7 0.8 0.0 −0.7 −0.3 0.0

3000 0.080 0.324 · 10−1 14.8 14.0 4.6 0.7 1.4 0.7 −1.2 0.3 0.0
3000 0.130 0.250 · 10−1 15.2 14.0 6.1 0.7 0.7 0.2 0.4 0.6 0.0
3000 0.250 0.749 · 10−2 20.1 18.9 6.8 0.8 1.5 0.0 −0.7 1.3 0.0
3000 0.400 0.251 · 10−2 40.3 35.2 17.1 4.4 9.7 0.0 1.7 −9.5 0.0

5000 0.080 0.213 · 10−1 19.2 17.9 6.5 4.4 1.6 1.0 0.5 1.1 0.0
5000 0.130 0.108 · 10−1 18.2 16.8 7.0 4.4 0.8 0.1 0.7 0.4 0.0
5000 0.250 0.550 · 10−2 16.9 16.3 4.3 0.7 1.0 0.0 −0.1 1.0 0.0
5000 0.400 0.123 · 10−2 35.6 33.1 12.4 6.2 4.3 0.0 3.6 −2.4 0.0

8000 0.130 0.722 · 10−2 21.1 18.9 8.9 6.2 2.6 0.7 2.1 1.3 0.0
8000 0.250 0.342 · 10−2 17.4 16.3 6.0 2.5 1.5 0.1 1.5 0.1 0.0
8000 0.400 0.946 · 10−3 30.4 28.6 9.4 6.7 4.1 0.0 4.1 0.4 0.0

15000 0.250 0.139 · 10−2 27.3 22.1 15.4 7.1 4.4 0.2 4.2 1.3 0.0
15000 0.400 0.419 · 10−3 29.5 27.5 9.3 7.9 5.2 0.0 5.1 1.0 0.0

pectation from the H1 97 PDF Fit which yields a cross
section of 7.05 pb. The difference is found to be less than
2.5 standard deviations. The H1 data are not yet precise
enough to clearly distinguish whether the effect is due to
a statistical fluctuation in the H1 data or to systematic
differences between the experiments at high x.

The double differential e−p CC reduced cross section
is shown in Fig. 9 and compared with the H1 97 PDF Fit.
The data agree well with the expectation for all x and Q2.
Also shown in Fig. 9 is the expected contribution from the
u quark which dominates the e−p CC cross section for all
x and Q2. The good agreement observed between the e−p
CC reduced cross section and the H1 97 PDF Fit indicates
that the u quark density of the proton is well understood
across the kinematic range in the measurements.

4.4 Measurement of xF̃3

At large Q2 the NC e+p and e−p cross sections differ,
as expected from the effects of Z0 exchange. The data
are thus sensitive to the generalised structure function
xF̃3. Since at HERA the dominant contribution to xF̃3
is from photon-Z0 interference we also evaluate the struc-
ture function xF γZ

3 , which is more closely related to the
quark structure of the proton.

In order to optimise the sensitivity to xF̃3, both the
e+p and the e−p data samples with Q2 greater than the
bin boundary at Q2 = 1125 GeV2 are rebinned into three
Q2 bins with centres Q2 = 1500 GeV2, 5 000 GeV2 and
12 000 GeV2. The reduced cross section measured in these
bins is shown in Fig. 10a, where the e−p reduced cross
section is seen to be significantly higher than the e+p re-
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duced cross section in many of the (x,Q2) bins shown.
The structure function xF̃3 is then evaluated using the
equation

σ̃−
NC − σ̃+

NC = xF̃3

[
Y− 920

Y+ 920
+

Y− 820

Y+ 820

]

−F̃
L

[
y2
920

Y+ 920
− y2

820

Y+ 820

]
, (13)

where y920 and y820 are the inelasticities, and Y± 920 and
Y± 820 are the helicity functions (see Sect. 2) evaluated for
fixed x and Q2 for the given proton beam energy 920GeV
and 820GeV. The contribution of F̃

L
was estimated from

the QCD fit and is found to be � 10% at the lowest x
and negligible elsewhere. The resulting generalised struc-
ture function xF̃3, shown in Fig. 10b as a function of x is
expected to rise with Q2 for fixed x due to the Z0 propa-
gator factor (see (3)). At high x and low Q2 the data are
insensitive to xF̃3, and therefore the corresponding points
are removed.

The structure function xF γZ
3 is evaluated by dividing

xF̃3 by the factor −aeκwQ
2/(Q2 +M2

Z). The contribution
of xFZ

3 is estimated to be less than 3% at the highest Q2

and so is neglected. The measurement of xF γZ
3 is shown

in Fig. 10c as a function of x for three values of Q2. The
change of xF γZ

3 at fixed x over the measured Q2 range is
expected to be very small, because it arises only from QCD
scaling violations for a non-singlet structure function. It is
thus reasonable to directly compare xF γZ

3 at the different
Q2 values.

The measurement of xF γZ
3 is the first at high Q2 and

also extends to lower x than previous measurements. It has
the advantage compared to fixed target determinations
[26] in that the target is a proton, and therefore there are
no corrections for nuclear effects. It should be noted that
due to the quark charges and couplings (see (5)) xF γZ

3
measured in ep interactions is not the same quantity as
xF ν

3 as measured in νN interactions.
The results in Fig. 10c are consistent with zero at large

x, rising to∼ 0.7 at x � 0.1. At lower x the data are consis-
tent with expectation albeit with large errors. These obser-
vations are in agreement with the expectations from QCD
in which xF γZ

3 is dependent on the difference between
quark and anti-quark densities (see (5)) and is therefore
primarily sensitive to the valence quark distributions. The
QCD expectation for xF γZ

3 , which is also shown in
Fig. 10c, is seen to rise to a maximum at x ≈ 0.1. The
data are found to be in agreement with the expectation
at x>∼0.2, but lie above at lower x values. In order to quan-
tify the level of agreement of the data and the expectation
the sum rule
∫ 1

0
F γZ

3 dx = 2euauNu+2edadNd =
5
3

·O(1−αs/π) (14)

is determined [27] by analogy with the Gross Llewellyn-
Smith sum rule [28] for neutrino scattering which has been
found to be valid [29]. The sum rule in (14) follows from (5)
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Fig. 10a–c. The NC reduced cross section σ̃NC(x, Q2) is com-
pared with the H1 97 PDF Fit for three different Q2 values a.
The e−p data with

√
s ≈ 320 GeV (solid points) are compared

with the H1 e+p data at
√

s ≈ 300 GeV (open points). The
structure function xF̃3 is compared with the H1 97 PDF Fit b.
The structure function xF γZ

3 is compared with the H1 97 PDF
Fit c. In all figures the inner error bars represent the statisti-
cal error, and the outer error bars show the total error. The
normalisation uncertainties of the e−p and e+p data sets are
included in the systematic errors

by replacing the differences between the quark and anti-
quark distributions by the valence distributions which,
when integrated yield Nu and Nd, the numbers of u and
d valence quarks, respectively. The term O(1−αs/π) rep-
resents the QCD radiative corrections [30]. The H1 data
at fixed x are averaged by taking weighted means, and
integrated yielding

∫ 0.65

0.02
F γZ

3 dx = 1.88± 0.35(stat.)± 0.27(syst.).

The integral obtained from the H1 97 PDF Fit gives
∫ 0.65
0.02

F γZ
3 dx = 1.11 and when integrated over the full range
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Table 10. The structure function xF̃3 with statistical (δsta),
systematic (δsta), and total (δtot) absolute errors. The lumi-
nosity uncertainties of the e+p and e−p data sets are included
in the systematic error

Q2 x xF̃3 δsta δsys δtot

(GeV2)

1500 0.020 0.0529 0.0416 0.0284 0.0503
1500 0.032 0.0972 0.0433 0.0353 0.0558
1500 0.050 0.1028 0.0597 0.0442 0.0743
1500 0.080 0.0926 0.0840 0.0617 0.1042

5000 0.080 0.1778 0.0360 0.0238 0.0431
5000 0.130 0.2084 0.0506 0.0346 0.0613
5000 0.180 0.1667 0.0619 0.0377 0.0725
5000 0.250 0.1253 0.0787 0.0619 0.1002
5000 0.400 0.0374 0.0823 0.0661 0.1055
5000 0.650 −0.0120 0.0285 0.0152 0.0323

12000 0.180 0.1922 0.0851 0.0225 0.0880
12000 0.250 0.1352 0.0687 0.0234 0.0726
12000 0.400 −0.0057 0.0645 0.0338 0.0728
12000 0.650 −0.0141 0.0281 0.0163 0.0325

in x is found2 to be
∫ 1
0 F γZ

3 dx = 1.59. The data and ex-
pectation are found to agree within less than two standard
deviations.

4.5 Measurement of the total CC cross section
and MW

The total CC cross section has been measured in the re-
gion Q2 > 1 000 GeV2 and 0.03 < y < 0.85. A small cor-
rection factor for the y cuts is applied3 and the cross sec-
tion for the range Q2 > 1 000 GeV2 and y < 0.9 is

σtotCC(e
−p) = 43.08± 1.84(stat.)± 1.74(syst.) pb,

where the 1.8% normalisation uncertainty is included in
the systematic error. This is consistent with the expecta-
tion from the H1 97 PDF Fit where σtotCC(e

−p) = 42.70±
1.65pb.

Within the Standard Model CC interactions are medi-
ated by the t-channel exchange of a W boson, and there-
fore, are sensitive to the W mass in the space-like regime.
Recent determinations of the virtual W mass from high
Q2 HERA data based on e+p scattering have been pub-
lished [2,3]. Due to the enhanced CC cross section for e−p
compared to e+p scattering the new data presented here
allow an improved measurement of the W mass. The fit
procedure is defined in [2] and uses PDFs from the H1
Low Q2 QCD Fit [2] performed on data from NMC and
BCDMS, and low Q2 F2 data from H1 [31]. No data for
Q2 > 100 GeV2 are used in this QCD fit. The propaga-
tor mass MW of (6) is fitted to the double differential CC

2 Note that the conditions Nu = 2 and Nd = 1 were con-
straints of the H1 97 PDF Fit

3 The factor is determined to be 1.04 from the H1 97 PDF
Fit

cross section data, yields a χ2 per degree of freedom of
30.4/(29− 1) = 1.09 and a W mass of

MW = 79.9± 2.2(stat.)± 0.9(syst.)± 2.1(theo.) GeV.

The Standard Model uncertainty (theory) is determined
by varying the assumptions for the Low Q2 QCD Fit and
is detailed in [2]. The weak corrections are taken into ac-
count using the HECTOR program, but are found to have
negligible influence on the results. Despite a smaller lumi-
nosity than for e+p, the larger cross section of the e−p
data yield a more precise measurement of the W mass.

5 Summary

Cross sections in NC and CC interactions have been mea-
sured for e−p scattering at a centre-of-mass energy of√
s ≈ 320 GeV which complement earlier e+p measure-

ments [2]. Standard Model expectations for deep inelas-
tic scattering derived from the H1 97 PDF Fit to NMC,
BCDMS and H1 e+p data provide a good description of
the measured e−p cross sections thus corroborating the
universality of the underlying theory.

The double differential CC reduced cross section is pre-
sented for the range 300 ≤ Q2 ≤ 15 000 GeV2, and 0.013 ≤
x ≤ 0.4. The Q2 dependence of the CC cross section is
used to measure the W propagator mass in the space-like
regime. The value obtained of MW = 79.9 ± 3.2 GeV is
in good agreement with direct measurements in the time-
like domain from LEP [32] and the TEVATRON [33] thus
supporting the overall consistency of the Standard Model
description.

Detailed comparisons of the e−p cross sections with
the H1 measurements of NC and CC e+p cross sections
are made. The NC e−p measurement of dσ/dQ2 shows a
clear increase with respect to e+p scattering cross sections
at high Q2, consistent with the expectation of the contri-
bution of Z0 exchange. At Q2 > 10 000 GeV2 the cross
section is found to be approximately four times larger than
for e+p scattering. The CC cross section at high Q2 is ob-
served to be larger for electron scattering than for positron
scattering by up to a factor of ten. The major part is due
to different quark flavours and helicities entering the e−p
and e+p cross sections. The influence of the larger centre-
of-mass energy is responsible for only a small part of the
increase in the NC and CC cross sections.

The double differential NC reduced cross sections are
measured in the range 150 ≤ Q2 ≤ 30 000 GeV2, and
0.002 ≤ x ≤ 0.65. The data agree well with measurements
for e+p scattering for Q2 < 1 000 GeV2. At higher Q2

the expected difference of the cross sections due to Z0

exchange is observed and the generalised structure func-
tion xF̃3 is measured in the range 0.02 < x < 0.65 and
1 500 ≤ Q2 ≤ 12 000 GeV2. This structure function is
dominated by the interference of γ and Z0 which consti-
tutes a probe of the valence quark structure of the proton.
The structure function, F γZ

3 , is explicitly derived from the
measurement. The integral

∫ 0.65
0.02 F γZ

3 dx is evaluated and
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found to be consistent with expectation within experimen-
tal errors.
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